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Equation discovery for climate impact: 
symbolic regression to emulate impact models 

for unexplored climate trajectories
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Introduction: The climate impact modeling chain

Impacts of climate change are computed with a chain in three steps:

1. Pick a socio-economic scenario. For instance, the high-emission scenario RCP8.5
  

2. Run a climate model at the global scale for this scenario.

Outputs can be downscaled using regional climate models or statistical methods

3. Run an impact model for this climate trajectory, i.e. outputs of the climate model

Examples of impact models: hydrological models, ecological models, …
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Introduction: Assessing uncertainty of future projections

Three main sources of uncertainty are generally accounted for [Hawkins and Sutton, 2009]:

● Scenario uncertainty stems from the uncertain future of greenhouse gas emissions

It is evaluated with different socio-economic scenarios  (RCP2.6, RCP4.5, RCP6.0, RCP8.5)

● Model uncertainty stems from the fact that each model inherently has knowledge gaps

It is evaluated using different climate models and different impact models

● Climate internal variability results from the chaotic nature of the climate system

It is evaluated with different initial-conditions for the climate model [Maher et al., 2021]
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Introduction: Assessing uncertainty of future projections 

These uncertainties are usually quantified with a large ensemble of simulations
Ex: an ensemble with 32 members (4 scenarios, 2 climate models, 2 impact models, 2 initializations)
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Introduction: Assessing scenario uncertainty of future projections

The high computation and storage costs of the numerical models can limit the size of the ensemble
For instance, if the impact model is too costly/slow to run, we cannot assess scenario uncertainty: 
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One solution: train a fast statistical emulator of the impact model on explored climate trajectories (here RCP8.5)

and infer with it impact model outputs of unexplored trajectories (here RCP2.6, RCP4.5, RCP6.0) 
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However in practice, this solution is often infeasible 

because of the impact model outputs:

● they are large (>10 variables, fine resolution)

● they are only available for few years (< 300)
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Introduction: Assessing scenario uncertainty of a key impact indicator
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Instead, we propose an alternative 

solution: to emulate directly the key 
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Introduction: Overview of the proposed approach
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Indeed, our objective is that the 

emulator must be trusted and used, 

and therefore it must both:

● be interpretable 

(white-box model)

● predicts well for unexplored 
climate trajectories
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For training the emulator, we extract features from the climate model outputs, 

that we call climate indicators, and rely on data-driven equation discovery
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Data: Annual net primary production

Focus on marine biodiversity in the Mediterranean Sea 

with the biogeochemical model Eco3M-MED

that describes mechanistically transformations and 

fluxes of phytoplankton, zooplankton, bacteria 

Figure extracted from Wikipedia

Figure extracted from The Conversation

Figure extracted from CK12

We focus on Phytoplankton because they have a key 

role in marine food webs 

Our key impact indicator is:

Annual net primary production = total rate of organic 

carbon production by photosynthesis of phytoplankton 

minus their respiration [Sigman & Hain, 2012]



Our climate impact modeling chain

1. For the historical period (1986-2005) and 

scenarios RCP4.5 and RCP8.5 (2006-2099)

2. the regional climate model CNRM-RCSM4 

3. drives the impact model Eco3M-MED 

at the scale of Mediterranean Sea

9

Data: Computing the annual net primary production

Annual net primary production  

(mean from December to November) 

Indicators are computed as spatio-temporal 

mean over an offshore area in the Gulf of Lion

24 variables x 4 seasons

Ex: Sea surface temperature in summer
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Methodology: Predicting the annual net primary production 
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Methodology: Symbolic Regression

Symbolic regression, a.k.a automatic equation 

discovery or data-driven system identification, is a 

regression in the space of mathematical equations
and viewed as a highly interpretable methods                      

Figure extracted from Wadekar 2023

It is an optimization in a space of mathematical 
equation: it optimizes the form/structure of the 

equation, its variables and its scalar coefficients

The search space of mathematical equation is formed 
by the composition of primitive operations

Example: If the primitive operations are +, -, × then the 

space of functions contains all possible polynomials 

+ - ×

Video extracted from https://github.com/MilesCranmer/PySR

https://docs.google.com/file/d/1hJGrTTvPpLmqubdlXVBJeME8l34etE4r/preview
https://github.com/MilesCranmer/PySR
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Methodology: History of symbolic regression

This field dates back to:

● [Langley 1981; Falkenhainer and Michalski, 1986]  

who proposed heuristic methods to derive the 

mathematical equations from a large and complex 

space of possible formulations using informed search 

● [Koza, 1994] that relies on genetic programming to 

search through the space of mathematical equations 

by representing equations with trees

Enthusiasm was reignited by seminal works:

● [Bongard & Lipson, 2007; Schmidt & Lipson, 2009] 

through improved genetic programming, and the 

software Eurequa, who successfully automated 

the discovery of equations for dynamical systems 

● [Brunton et al., 2016] introduced the SINDy 

algorithm,  based on sparse regression, to identify 

nonlinear dynamical systems

Figure extracted from [Koza, 1994] Figure extracted from [Brunton et al., 2016]
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Methodology: Two main group of methods for symbolic regression

2. Discrete search (based on heuristic search)

[Wu & Tegmark 2018; Udrescu & Tegmark 2019; Udrescu 

et al. 2020] search with physics inspired strategies

[Petersen et al 2019] search with reinforcement learning

[Guimera 2020] search with Markov chain Monte Carlo

[Koza 1994; Schmidt & Lipson, 2009; Cranmer, 2023] 

search with genetic programming algorithms

1. Continuous search (relaxation of the NP-hard 

problem with a large but fixed class of equations)

Sparse regression on a library of functions: FFX 

[Mc Conaghy 2011] Sindy [Brunton et al 2016]

Equation Learner [Martius and Lampert, 2016; 

Sahoo et al. 2018] enlarges the class of equations 

for a continuous search with a neural network

Figure extracted from [Cranmer 2023]

Figure extracted from [Sahoo et al 2018]

Symbolic regression is NP-hard  [Virgolin & Pissis 2023] due to its exponential search space 

This is the reason why existing approaches rely on heuristics
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Methodology: PySR, a python library for Symbolic Regression

Video extracted from the Github page of PySR https://github.com/MilesCranmer/PySR

PySR is an open-source and 

performant code for symbolic 

regression [Cranmer 2023]

PySR is based on a classic 

evolutionary algorithm: 

several populations of 

equations evolving 

independently are combined 

(mutations, crossovers)

https://docs.google.com/file/d/1hJGrTTvPpLmqubdlXVBJeME8l34etE4r/preview
https://github.com/MilesCranmer/PySR
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Methodology: PySR a python library for Symbolic Regression

PySR iteratively builds a Pareto-optimal 
set of equations where each equation:

● for a complexity c(f), defined as the 

number of coefficients, variables 

and operations in the equation f

● minimizes the empirical error l(f), 

defined as the mean squared error

Example: we show the Pareto-optimal set 

of equations found by PySR on data 

generated with the equation x2 +2x+3
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Results: Predicting the annual net primary production 
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Results: Pareto-optimal set of equations with the found equation 
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Results: How predictive is the found equation ? 

On the test set, the scenario RCP4.5, 

the predictions are:

● largely underestimated for 

some of the first years

● slightly overestimated for some 

of the later years 
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Results: How predictive is the found equation ? 

On the historical period and RCP4.5 and RCP8.5, absolute prediction errors remain below 5 gC/year.

The predicted 30-years average reproduce the evolution of the ground truth 30-years averaged 

However the spread is underestimated, which is probably due to the fact that we optimize with the RMSE.
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Results: How interpretable is the found equation ?

Inversely proportional to 

the wind stress in winter 

(which is negative). 

Intense wind stress 

creates vertical motion in 

the ocean which brings 

nutrients to the surface 

for the photosynthesis

Variability in the 

energy flux 

needed for 

photosynthesis

SSH illustrates the 

climate change trend, 

but it is hard to 

interpret the fact that 

the absolute sign 

(square of square root)

Annual NPP is 

proportional to the 

surface salinity (they 

have the same up 

and down trend) 
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Conclusion & Perspectives 

Summary  We emulate the key impact indicator of an impact model by

1. discovering an equation with the historical period and scenario RCP8.5

2. predicts with this equation for the scenario RCP4.5

In our application, we predict the annual net primary production of 

phytoplankton for an offshore area in the Gulf of Lion 

Perspectives  

● Emulate the entire impact chain: climate model + impact model for a 

specific key impact indicator (so far we only emulated the impact model)

● Adapt our approach to quantify model uncertainty & internal variability

● Apply symbolic regression to other applications in climate sciences: 

statistical debiasing, extremes modeling, …
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DeepDive seminar in Brest & online every Wednesday at 11am

This seminar focuses on statistical 

approaches & ocean applications

If you wish to subscribe to the 

mailing list of the seminar, 

you can send me an email at:

erwan.le-roux@imt-atlantique.fr 

THANK YOU 
FOR YOUR ATTENTION !
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Extension de la régression symbolique à des cadres probabilistes

Next step: Au lieu de faire une prédiction déterministe, on voudrait avoir une distribution prédictive.
Comment adapter la régression symbolique pour obtenir des distributions prédictives ?

Cela pourrait avoir des applications bien au delà du climat.

● Approche 1: on fait des hypothèses sur la distribution de la target

Par exemple on pourrait supposer qu’elle est Gaussienne y ~ N(mu(x), sigma(x)) 

et on apprend les 2 equations non-stationnaires des paramètres mu(x) et sigma(x)

ça permettrait aux modélisateurs de ne plus avoir à faire trop d’hypothèse sur la paramétrisation de 

cette Gaussienne (par exemple supposer “sigma” constant, ou “mu” seulement linéaire par rapport à x) 

● Approche 2: on fait des hypothèses sur la distribution jointe des features en entrée p(x). 

Par exemple une Gaussien multivariée. 

○ On apprend d’abord une équation y = f(x) à partir du jeu de données. 

○ Puis on sample un ensemble de tirages x(1), …, x(1000) 

○ Pour chaque tirage x(i) on peut utiliser notre équation pour voir quelle target y(i) obtenue

○ on construit ainsi une distribution empirique de la target {y(1), …,y(1000)}
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Github code

Le code sera sur Github, et suit les conventions sklearn. L’idée est de permettre d’appliquer 

notre workflow dans n’importe quel autre contexte d’impact climatique

Le code prend en entrée un “filename” qui est le nom du fichier CSV à prendre en compte. La 

1ère colonne est la target, Les autres colonnes des features. Chaque ligne est une année.

Bonus: sur la première ligne du CSV, on peut spécifier les unités de chaque variable, afin que les 

équations soient cohérentes en termes d’unités 


